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Abstract

10,000 years ago humans formed an unlikely companionship with gray
wolves. Through time, these wolves changed and evolved to look like the
adorable canine companions we keep as pets today. The notion that people
consciously or subconsciously tend to pick canines that resemble them is
a founded one. Research shows that similar to choosing a mate, people
choose dogs that look more familiar to themselves without noticing it, and
people look for similar physical features and personality resemblances in
their pets. We analyze this similarity using the facial recognition models
from computer vision. We train and evaluate a model that can predict
dog likelihood given picture of a human face.
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1 Introduction

Previous studies have debated whether humans pick dogs that resemble
them. The notion that people consciously or subconsciously tend to pick canines
that resemble them is a founded one. Research shows that similar to choosing



a mate [2], people choose dogs that look close to their own feature with factors
like hairstyle and breed influencing their choices [I]. Furthermore, [3] finds that
dog owners may choose their pets to display their gender identities.

Consider Figure[l} you see a human standing with two breeds of dogs. Which
breed of dog do you think is the actual dog of the human in question? If you
guessed the image on the right, then you are correct. The resemblance between
the dog and the owner is uncanny. There is a lot of research that has been
done in regard to whether people choose dogs who look like them or give their
dogs major makeovers to make them look like them in time. We will leave this
question to be answered by people who know dogs and psychology, but we know
computer vision and we want to train computers to identify which dog belongs
to which human. Why, you ask? Cause why not?

Figure 1: A ‘real’ human standing with a ‘not-so-real” dog.

To achieve this we collected 1500 images of dogs matched with their owners.
Then we trained a model of facial resemblance between a dog and its owner
using FaceNet [4] Architecture with ResNet50 backbone. After training the
network we decided to give it a go and asked our friends to send us pictures of
their dogs. Our model has 70% accuracy.



2 Methodology

2.1 Preprocessing

After collecting 1500 images of dogs and their owners, the first thing we
did was to separate the human and the dog images. By running an object
recognition model, we predict and create a bounding box on dogs and the person
from which we extracted the dog and person.

2.2 Training

Once we had the dataset ready we trained a FaceNet model. At the time
we trained the model, FaceNet was the state-of-the-art for facial recognition
problems. We fine-tuned a pre-trained model using our customized dataset.
We propose dog-likelihood, a loss function inspired by the Triplet loss function
to train the model. Triplet loss is a loss function for machine learning algo-
rithms where an anchor input is compared to a positive input and a negative
input. The distance from the anchor input to the positive input is minimized,
and the distance from the baseline input to the negative input is maximized.
Dog-likelihood minimizes the distance between the owner and their dog, and
maximizes the distance between the human and all other dogs.
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Figure 2: Dog-likelihood loss function

2.3 Results

We used real humans to test our system on real data performs 70% to be
correct As shown on Figure [3] but with more data and training this number will
only get better.
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Figure 3: Results of the model on real human and real dogs
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Figure 4: Dog likelihood of researchers: The greener, the better the chance.
However, if you are yellow, we suggest taking our monthly seminars to improve
your chances. If you are in the red zone, we are sorry, but you are beyond help.

3 Applications and Warning

We show that our model has wide applicability, for instance it can predict
researchers’ dog-likelhood, as shown in Figurdd}

Emergency time: if this model gets too powerful and out of control, worry
not! We have prepared for the apocalypse. You can give this Al a picture of a
CAT, or use the keyword MEOW MEOW MEOW MEOW MEOW MEOW
MEOW MEOW MEOW MEOW MEOW MEOW MEOW MEOW MEOW
MEOW MEOW MEOW MEOW MEOW MEOW MEOW MEOW MEOW
MEOW MEOW MEOW MEOW MEOW MEOW.



4 Conclusions

Humans consciously or subconsciously pick their companions, be it humans
or dogs, that resemble them better. In line with this hypothesis, in our experi-
ment we tried to show that we can create an Al model that matches dogs and
owners solely based on their physical appearance. Although we were able to
predict 70% of the queries correctly, we can not conclude that this theory will
always hold true. But next time you are in the park and you see someone with
their dog, we encourage you to try and see the resemblance between the two
without making too much eye contact with the human.

5 Disclaimer

If this paper does not get accepted we know that the reviewers are cat
people. Reviewer 2 (secretly a cat): This paper has limited novelty, you should
use diffusion instead MEOW MEOW
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